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Abstract—As drones become more common today, the threat of 
reconnaissance or attack drones to core facilities has increased, 
and countermeasures against them have become essential. In this 
study, a drone redirection system was proposed to counter illegal 
intrusion of commercial fixed-wing drones. The drone redirection 
system was designed as a closed-loop system that automatically 
redirects the drone to a target position. The main novelty of this 
study is a proposal for a system that can automatically redirect a 
commercial fixed-wing drone, which has not been previously 
explored. We proposed two strategies for redirecting drones. 
Additionally, simple drone modeling with a path-following 
algorithm was used to easily model various drones. The drone 
model was then tuned using flight test data, and the results were 
compared. Simulations were performed on the designed drone 
redirection system model to verify the performance of the two 
proposed strategies for redirecting drones in conjunction with 
drone fail-detection and innovation check. The performance of the 
drone redirection system was assessed through flight tests of 
Remo-M and simulations of Micropilot’s hardware-in-the-loop 
simulator (HWILS). Through simple drone modeling, drone flight 
tests, and the test results from HWILS, it was proved that the 
drone redirection system can be applied to various fixed-wing 
drones.  
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I. INTRODUCTION 
Owing to the increasing use of drones in recent years, cases 

of illegal drones invading core facilities have significantly 
increased [1–3]. Therefore, several studies are being conducted 
to develop methods to counter illegal drones. These methods 
can be divided into hard-kill, which inflict physical damage, 
and soft-kill, which can suppress without physical damage. 
Soft-kill methods include jamming and deception of the global 
navigation satellite system (GNSS), and remote-control signals 
of drones through electromagnetic wave transmission.   

Although GNSS deception can counter illegal drones with 
low power compared to that used in jamming, deception is 
possible only on civilian GNSS signals [4–6]. GNSS deception 
deceives the target GNSS receiver in a way that the time delay 
of the signal of each satellite is changed to intentionally change 
the position, velocity, and time (PVT) of the target GNSS 
receiver [7–10]. This can be implemented by manipulating the 
navigation message [11] or using code delay and Doppler 
change [12].  

Several studies have analyzed the effects of GNSS deception. 
A study was conducted on deviating a ship from its route using 
GNSS deception that targeted large ships [13]. Another study 
analyzed the responses of multi-rotors by various GNSS 
deception attack models using simulation-in-the-loop (SITL) 
on open-source software [14].  

Studies have also been conducted on moving drones to safe 
areas to prevent them from moving in the wrong direction or to 
avoid accidents in unintended places during GNSS deception. 
In [15,16], closed-loop simulations of drone and deception 
models were performed in a two-dimensional horizontal plane, 
confirming that the drone followed the desired path as the attack 
reference. However, the target acceleration of the drone model 
was pre-planned, regardless of the deception position and 
velocity. Thus, the result was not a realistic representation of 
flight algorithm of a real drone. In [15], deception was 
performed using a small unmanned helicopter to analyze the 
effect of deception on the extended Kalman filter (EKF) of the 
helicopter. In [17], a concept for redirecting drones to a landing 
area using deception signals generated using software-defined 
radio (SDR) was presented, and the results of deception tests on 
GNSS receivers and smartphones were demonstrated. In [18], 
a path-following algorithm for multi-rotors was analyzed, and 
hard deception was performed using an open-loop without 
drone detection, thereby demonstrating the direction change 
errors of DJI phantoms 3 and 4, 3DR solo, and parrot bebop2 
as simulation results of open-source SITL or experiments. 
Reference [19] confirmed through simulation that the multi-
rotor parrot model of AR Drone 2.0 can be redirected to a target 
position using a redirection algorithm for a closed-loop 
structure. In addition, the possibility of the manual control of a 
hovering multi-rotor using GNSS deception in a human-in-the-
loop (HITL) configuration was demonstrated through 

This article has been accepted for publication in IEEE Transactions on Aerospace and Electronic Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TAES.2023.3264193

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.



2 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS   VOL. 00  XXXX 2021 

 

experiments. One study was conducted on moving a multi-rotor 
in a desired direction using a gun-type GNSS spoofer [20], 
whereas another study confirmed the results of the redirection 
of a multi-rotor to a target position using open-source SITL [21]. 
However, because the presented algorithm needs to know the 
way-point of the multi-rotor in advance, it is difficult to use this 
method in real situations. Similar to [19], a study confirmed the 
controllability of a multi-rotor using GNSS deception [22]. This 
suggests, based on simulation results, that more stable control 
of a hovering multi-rotor can be achieved by controlling the 
deception speed according to the speed of the drone. 

Although, studies targeting multi-rotor drones have already 
been conducted, to the best of our knowledge, no studies 
targeting fixed-wing drones have been performed. Multi-rotors 
are easy to take off and land, and can hover, but have limited 
flight time capability and coverage area. By contrast, fixed-
wing drones have longer flight times and flight distances [23]. 
Therefore, countermeasures against fixed-wing drones are 
highly necessary. Because of the differences in the flight 
characteristics of fixed-wing and multi-rotor drones, it is not 
possible to redirect illegally intruding fixed-wing drones using 
existing research results.   

In addition, most previous studies conducted without drone 
detection devices, analyzed responses to the GNSS deception 
of multi-rotor drones with an open-loop, and established 
strategies to reach a target position or direction. By comparison, 
when the redirection algorithm is configured in a closed-loop 
structure, the redirection accuracy and response speed are 
higher than those in an open-loop or HITL, and the user 
convenience of responding to a drone is high. However, no 
previous studies have thus far been found verifying the results 
of redirection using a closed-loop through an experiment in a 
real environment, whether with fixed-wing or multi-rotor 
drones. For experimental verification in a real environment, an 
algorithm using a closed-loop should be designed, considering 
the performance of the drone detection device. 

In this study, we conducted a GNSS deception study on 
redirecting an illegally intruding fixed-wing drone to reach a 
target position, while targeting the fixed-wing drone in auto-
flight using GNSS. The contributions of this study are as 
follows: 

(1) Two strategies for redirecting a fixed-wing drone to a 
target position were proposed and applied in a drone 
redirection algorithm and system model, the results of 
which confirmed that redirection to a target position is 
possible in simulations of simple fixed-wing drone 
modeling using various path-following algorithms. 

(2) The drone redirection system, which is composed of a 
closed-loop that uses RADAR, validated that redirection 
to a target position is possible, based on a commercial 
fixed-wing flight test. 

(3) To confirm that the drone redirection algorithm can be 
applied to various fixed-wing drones, the algorithm was 
verified through a simulation using MicroPilot’s 
hardware-in-the-loop-simulator (HWILS). 

The remainder of this paper is organized as follows. Section 
II presents the modeling method and its results based on the 
path-following algorithm of the fixed-wing drone. Section III 
shows the proposed redirection strategies and system 

configuration. Section IV presents the flight test and HWILS 
simulation results, and Section V presents a discussion of these 
results. Finally, Section VI presents the conclusions of this 
study.  

II. FIXED-WING DRONE MODELING 
To design an algorithm that redirects an auto-flight drone to 

a target position using a GNSS deception signal, it is necessary 
to identify the drone’s tendency to change its position, as well 
as the velocity when applying a GNSS deception with a specific 
position and velocity. Then, a drone redirection algorithm can 
be designed to change the position and velocity of the GNSS 
deception signal. At this point, it is possible to effectively 
design a drone redirection algorithm through simulations using 
drone modeling.  

There are several simulators available from open-source 
SITL and autopilot companies [24]. To design the drone 
redirection algorithm using these simulators, it is necessary to 
tune the drone model of the simulators similarly to the actual 
flight result of the drone. To tune the drone model for the 
simulation, the aircraft size, aerodynamic, and thrust coefficient, 
which are the aircraft information of the drone, are input; the 
type of the path-following algorithm is selected; the controller 
structure is tuned, and the control variables and other variables 
are set in detail. However, except for drones that apply autopilot 
using open-source code, the information for drone tuning, 
reference sensor setting for flight control, sensor fusion 
conditions, and fail-detection conditions are not disclosed. 
Furthermore, to determine the detailed drone information for 
drone tuning, it is necessary to use a reverse engineering 
approach for the target drone. 

In this study, the most commonly used path-following 
algorithms, sensor fusion conditions, and fail-detection 
conditions were investigated, referring to published literature 
and open-sources, and the drone was modeled in a simple 
manner. Several tuning variables can be reduced through 
simple drone modeling; it was possible to tune a simple drone 
model within a relatively short time based on the flight test 
results for the target drone. With a simple drone model, the 
similarity is found to be less than that of a detailed drone model; 
however, it can be easily implemented for drones with various 
flight characteristics, fail-detection, and fusion conditions. 
Therefore, it is possible to easily establish a concept for a drone 
redirection algorithm at the initial design stage and design a 
general-purpose drone redirection algorithm. In [25], in a 
similar manner, an unmanned surface vehicle (USV) was 
modeled in a simple way to analyze the response of the USV in 
GNSS deception. In this study, modeling was performed on a 
fixed-wing drone. Carrot chasing, nonlinear guidance law 
(NLGL), and vector field (VF), which are the mainly used path-
following algorithms among those published in various 
literatures and open sources [26–28], were modeled. Then, for 
simple modeling, the inner loop controller was omitted, and the 
flight speed was kept constant. Additionally, only a two-
dimensional horizontal plane was modeled. Moreover, the 
reference sensor for control in a simplified drone model can be 
changed, and a fusion of GNSS and inertial measurement unit 
(IMU), which are generally used in drones, was modeled. It can 
be used to model fail-detection and innovation check. 
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A. Path-Following Algorithms 
The path-following algorithm, whose main principle is to 

generate lateral acceleration to compensate for cross-track error, 
which is the vertical distance between the path line and drone 
position, places a virtual target point (VTP) on the path line to 
ensure the drone follows the path line. The magnitude and 
direction of the cross-track error are proportional to the 
magnitude and direction of the lateral acceleration. In the case 
of carrot chasing and NLGL, the VTP is set on the path line 
depending on the cross-track error, and a lateral acceleration is 
generated accordingly. In the case of VF, the vector field is 
designated depending on the cross-track error, and a lateral 
acceleration is generated accordingly. As shown in Fig. 1, 
carrot chasing calculates the cross-track error based on the 
drone position and sets VTP to the point along the path line 
added by δ at the intersection of the path line and cross-track 
error. W⃗⃗⃗ i+1  and W⃗⃗⃗ i are the vectors of the i+1th and i-th way-
points, respectively. VTP⃗⃗⃗⃗⃗⃗ ⃗⃗ 

k is a position vector of the VTP, and 
[xk

VTP, yk
VTP]T  are position coordinates of the VTP. 

[xk
sensor, yk

sensor]T are the coordinates of the position measured 
from the sensor of the drone, and D⃗⃗ ksensor is the position vector 
measured from the sensor. R⃗⃗ i is the path line vector connecting  
W⃗⃗⃗ i+1and W⃗⃗⃗ i , and D⃗⃗ k  is the position vector of the drone. The 
variable δ refers to the distance at which VTP is set. V⃗⃗ kdesired is 
the desired velocity vector, ψ̇k

desired is the desired heading rate, 
and V⃗⃗ ksensor  is the velocity measured from the sensor of the 
drone. Subscript k of the variable indicates the k-th time step. 

 
Fig. 1. Conceptual diagram of carrot chasing. 

The VTP of carrot chasing can be calculated using (1)–(3). 

R⃗⃗ i = W⃗⃗⃗ i+1 − W⃗⃗⃗ i          (1) 

VTP⃗⃗⃗⃗⃗⃗ ⃗⃗ 
k = {R⃗⃗ i ∙ (D⃗⃗ k

sensor − W⃗⃗⃗ i)}
R⃗⃗ i

‖R⃗⃗ i‖
2 + δ R⃗⃗ i

‖R⃗⃗ i‖
         (2) 

[
xk
VTP

yk
VTP

] = VTP⃗⃗⃗⃗⃗⃗ ⃗⃗ 
k + W⃗⃗⃗ i                (3) 

By setting the variable δ, the distance between the drone and 
VTP can be set to adjust the degree of following the path line. 

NLGL places the contact point of radius L of the circle and 
the path line as VTP at the position of the drone, similar to that 
in algorithm 4 in [26]. Therefore, in NLGL, the VTP is 
determined depending on the variable L; if L is small, VTP is 
set close to the drone, thereby increasing the degree of 
following the path line. Furthermore, if there is no contact point 
between the circle of variable L and the path line, the following 
angle can be set as a variable. For open-source software 
Ardupilot and PX4, an L1 controller based on NLGL is used 

[26–28]. This is a linearization of the equation for the lateral 
acceleration into the proportional and differential (PD) 
relational equations of the cross-track error.  

The VF stores the desired velocity vector toward the path line 
as a field. The variables of VF comprise transition boundary τ, 
which indicates the threshold of the cross-track error; entry 
heading χe, which can set the maximum following angle of the 
velocity vector; and gain α [26,29–32]. As the cross-track error 
increases, the direction of the desired velocity vector is set 
closer to χe, whereas the direction’s magnitude of the desired 
velocity vector is set closer to the direction of the path line as 
the cross-track error decreases. Additionally, when the cross-
track error exceeds τ, the direction of the desired velocity vector 
becomes χe . If α  is a large value, the convergence time is 
reduced when the drone is loitering [26].  

In the case of carrot chasing and NLGL, considering VTP is 
calculated, V⃗⃗ kdesired and the desired heading ψk

desired  can be 
obtained using (4) and (5). In the case of VF, the direction of 
each vector field becomes the desired heading. V⃗⃗ k,x

desired and 
V⃗⃗ k,y

desired, which are the x- and y-axes components of V⃗⃗ kdesired.  

V⃗⃗ k
desired  =  ([

xk
VTP

yk
VTP

] − D⃗⃗ k
sensor) T−1      (4) 

ψk
desired = atan2(V⃗⃗ k,y

desired, V⃗⃗ k,x
desired)         (5) 

As shown in (6), the heading ψk
sensor  measured from the 

drone’s sensor can be used to obtain V⃗⃗ k,x
sensorand V⃗⃗ k,y

sensor, which 
are the x- and y-axes components of velocity V⃗⃗ ksensor, and the 
desired heading rate ψ̇k

desired can be calculated as shown in (7).  

ψk
sensor  = atan2(V⃗⃗ k,y

sensor, V⃗⃗ k,x
sensor)      (6) 

ψ̇k
desired  =  ψk

desired − ψk
sensor      (7)  

The drone’s heading rate, ψ̇k+1
drone, is the same as that in (8), 

and the variable ψ̇Max is the maximum heading rate. 

ψ̇k+1
drone = min (|ψ̇k

desired|, ψ̇Max)∗ sign(ψ̇k
desired)    (8) 

In this study, instead of calculating the lateral acceleration, 
we calculated the velocity V⃗⃗ k+1

drone and position D⃗⃗ k+1 of the next 
state of the drone in a two-dimensional horizontal plane using 
(9) and (10). 

V⃗⃗ k+1
drone = ‖V⃗⃗ k

drone‖ [
cos(ψk

drone + ψ̇k+1
droneT)

sin(ψk
drone + ψ̇k+1

droneT)
],         (9) 

D⃗⃗ k+1
 = D⃗⃗ k

 + V⃗⃗ k+1
droneT,        (10) 

where ψk
drone is the drone heading, T is the sample time and 

‖V⃗⃗ k
drone‖  is the L2-norm of the drone velocity in a two-

dimensional horizontal plane, which is a variable that can set 
the flight speed of the drone. Therefore, the velocity and 
position vectors of the drone at every step can be obtained by 
setting the variable values of ‖V⃗⃗ kdrone‖  and ψ̇Max . Moreover, 
ψ0

drone and D⃗⃗ 0 , which are the initial values of ψk
drone and D⃗⃗ k , can 

be set for simulation. 

B. GNSS&IMU Fusion 
The drone estimates its state, such as the attitude, 

acceleration, velocity, and position, based on a fusion of GNSS 
and IMU. Then, a correction is performed using the 
measurement data of the GNSS. The GNSS&IMU fusion 
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implemented in this study is an indirect feedback structure. As 
shown in Fig. 2, the navigation solution is obtained using the 
measured value of IMU to estimate the position and velocity of 
the state.  

 

Fig. 2. Indirect GNSS&IMU fusion. 

The error between the states estimated by the IMU and GNSS 
measurements is input to the Kalman filter to obtain the 
estimated correction values for the IMU and IMU navigation 
solution, which in turn is used for correction when calculating 
the IMU navigation solution in the next step. Herein, only the 
two-dimensional horizontal plane was considered as the state 
for the simplification of the model, whereas the IMU outputs 
only the acceleration as the navigation axis. The IMU 
navigation solution is the same as that in (11) and (12), and the 
current state is estimated using the measured IMU value and the 
estimated correction value of the Kalman filter. 

μ̂k = μ̂k
− + δμ̂k−1,     (11) 

x̂k = [
p̂k

v̂k

] = A(x̂k−1 + δx̂k−1) + Bμ̂k , (12) 

where μ̂k  and μ̂k
−  are the corrected and measured 

accelerations of the IMU, respectively, and δμ̂k−1  is the 
estimated acceleration correction value of the IMU in the 
previous step. x̂k  refers to the estimated state of the position p̂k  
and velocity v̂k ; δx̂k−1 is the estimated state correction value of 
the IMU navigation in the previous step; and A and B are the 
state transition matrices for the position and velocity, and 
acceleration, respectively. Equations (13)–(17) show the 
Kalman filter’s equations. The Kalman filter receives an error 
between the measured and estimated values and outputs an 
estimated correction value. 

êk = [
pk

GNSS

vk
GNSS] − [

p̂k

v̂k

]     (13) 

P̂k
− = FP̂k−1F

T + GQk−1G
T     (14) 

Kk = P̂k
−HT(HP̂k

−HT + Rk )
−1

    (15) 

P̂k = (I − Kk H)P̂k
−     (16) 

[
δx̂k

δμ̂k

] = [
O

δμk
]+Kk êk      (17) 

Here, pk
GNSS is the position measurement of GNSS, vk

GNSS is 
the velocity measurement of GNSS, and êk  is the innovation, 
that is, the difference between the GNSS measurement and state 
estimated using the IMU navigation solution. P̂k

−  is the error 
covariance prediction matrix, and P̂k  is the error covariance 
matrix. F is the state transition matrix for position, velocity, and 
acceleration, Qk−1 is the noise variance matrix at the previous 
step, and G is the noise transfer matrix. Kk is the Kalman gain, 
H is the measurement matrix, and Rk  is the measurement noise 
variance matrix. δμk  is the acceleration bias error correction 
value of IMU, I is the identity matrix, and O is the zero matrix. 

C. Sensor Selection 
The mounted sensor on the drone obtains position, velocity, 

attitude, angular velocity, and altitude measurements. 
Simultaneously, whether the flight path of the drone is changed 
or not is determined when the GNSS deception signal is 
received, depending on the reference sensor used for the 
controller among the mounted sensors. Therefore, the drone 
model was modeled such that the reference sensor can be 
changed. In the case of heading control, some of the values 
measured by the IMU, magnetometer, compass, and GNSS 
were used individually or in combination to obtain the reference 
sensor value. Additionally, for position and velocity control, the 
values measured in GNSS and IMU can be used individually or 
in combination. To control the flight speed, the airspeed of the 
pitot tube or the speed of the GNSS is measured and used. 

The sensor values used for drone modeling can be used to set 
ψk

sensor , V⃗⃗ ksensor , and D⃗⃗ ksensor  variables in (4) and (6). Some 
values measured by the IMU, magnetometer, compass, or 
GNSS can be used alone or in combination to set the variable 
ψk

sensor . Additionally, the results of GNSS or GNSS&IMU 
fusion or dead reckoning of IMU can be used to set variables 
V⃗⃗ k

sensor and D⃗⃗ ksensor. The result of GNSS or GNSS&IMU fusion, 
or airspeed, can be used to set the measured speed variable 
‖V⃗⃗ k

sensor‖. 

D. Simulation & Test Result 
Fig. 3 shows Remo-M, a commercial fixed-wing drone, in 

South Korea. The flight test was performed using this drone in 
automatic flight mode. 

 
Fig. 3. Remo-M: a Korean commercial fixed-wing drone 

Variables tuning of the drone model was performed to ensure 
the flight and simulation trajectories of the flight data and drone 
model, respectively, were similar. The common variables of the 
drone model comprised ψ̇Max, ‖V⃗⃗ kdrone‖, and Way-Point Distance, 
a variable with a distance value that determines whether or not 
a drone has reached the way-point. Moreover, if the drone is 
located within the distance value of the Way-Point Distance 
depending on the target way-point, the drone sets the next way-
point to follow the path line. ψ̇Max was set to 40 °/s, ‖V⃗⃗ kdrone‖ to 
16.6 m/s, and Way-Point Distance to 17 m. Additionally, δ of 
carrot chasing, L of NLGL, and τ of VF were set to 20 m, and 
the following angle was set to 45 ° when there was no contact 
point between the circle and path line drawn in L of NLGL. χe 
of VF was set to 45 °, and α was set to 10. ψ0

drone was set to  
180 °, and D⃗⃗ 0 was set to origin.  

To compare the simple drone model and the detailed one, we 
also tuned the HWILS, which is Micropilot’s trueHWIL2 from 
Canada [33]. The aircraft size, weight, thrust coefficient, and 
controller parameters for the HWILS were adjusted to the 
trajectory of the flight data.  
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Fig. 4. Trajectory comparison: Drone modeling result, flight 

test result, and HWILS result. 

Fig. 4 shows the modeling results, flight results of the Remo-
M, and the results of the HWILS. The paths of carrot chasing, 
NLGL, and VF followed the way-point and path line well, and 
were similar to the trajectory of Remo-M. On the other hand, 
the path of the HWILS passed through way-points; however, 
the degree of following the path line was weaker than that of 
the Remo-M. Therefore, differences from the trajectory of the 
Remo-M occurred more than in the drone model results. The 
differences in trajectories can be reduced if finer tuning is 
performed. However, even with the above results, the use of 
HWILS for designing and verifying the drone redirection 
algorithm would be sufficient. 

III. PROPOSED COMMERCIAL FIXED-WING 
DRONE REDIRECTION SYSTEM  

 
Fig. 5.  Configuration of commercial fixed-wing drone 

redirection system. 

We developed a drone redirection system, as shown in Fig. 
5, using GNSS deception. The drone redirection system has a 
closed-loop structure that redirects the drone to a target position. 
The drone redirection system comprised a RADAR, which can 
detect the position and speed of the drone, and a GNSS spoofer, 
which generates GNSS deception signals to make the drone fly 
in a desired direction. In this study, the drone redirection system 
modeling was performed with the drone model detailed in 
Section II as the target to design and verify the drone redirection 
algorithm. The RADAR of the drone redirection system can be 
replaced with other sensors that can detect the position and 
speed of the drone; however, in this study, RADAR was 
selected because of its relatively long detection range. 

The drone redirection system generates the GNSS deception 
position and velocity for drone redirection at every step based 
on RADAR measurement data in the drone redirection 
algorithm to change the direction of the drone and fly it to the 
target position. 

A. RADAR 
For synchronized GNSS deception, the position and speed of 

the drone were measured using RADAR, and GNSS deception 
was performed based on the measured position and speed from 
RADAR. Furthermore, continuous drone detection 
measurements from RADAR were required to redirect the 
drone to the target position. 

As drone redirection system modeling is essential for the 
design of the redirection algorithm, error modeling of RADAR 
was also necessary. For detailed RADAR error modeling, 
RADAR cross-section and ground clutter modeling are 
performed according to the attitude of the drone. However, the 
RADAR we used in this study is the FIELDctrl Range model 
of APS, Poland [34], which does not provide signal-processing 
stage information, such as signal-to-noise ratio (SNR) and 
clutter. Therefore, simple RADAR modeling was performed 
based on the RADAR error measurements. For simple 
modeling, the RADAR error was assumed to have a Gaussian 
distribution. During flight, the position and speed of the Remo-
M were measured using the RADAR, and the bias and variance 
of the RADAR measurements were calculated using the 
measured data. 

 
(a) 

 
(b) 

Fig. 6. RADAR position error according to flight trajectory.  
(a) Flight trajectory and RADAR measurement.  

(b) RADAR position error. 

In the drone redirection scenario, the drone initially 
performed a straight flight and curved after GNSS deception 
was started. Fig. 6 shows the measurement results for RADAR 
error according to the flight trajectory. In Fig. 6(a), the blue 
cross marker indicates the RADAR measurement position, 
whereas the red line depicts the flight trajectory. Curved flight 
trajectories are color-coded. Fig. 6(b) shows that the error of 
RADAR increased when the drone flew in a curve rather than 
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in a straight line. RADAR errors in curved flight are caused 
mainly by a mismatch between the maneuvering characteristics 
of the drone and the dynamic model of the Kalman filter used 
for RADAR tracking [35]. Therefore, the drone detection data 
of RADAR were acquired by switching to stick auto mode 
during Remo-M flight to perform a curved flight, to model the 
error during curved flight. At this time, the flight altitude of the 
drone was kept constant at 400 m AGL. RADAR error was 
calculated using the position and speed measurements from 
RADAR and GNSS logging data of Remo-M. For simple bias 
modeling, linear regression was performed on the measured 
RADAR error.  

 
(a) 

 
(b) 

 
(c) 

Fig. 7.  RADAR position and speed errors according to 
ground distance. (a) Predicted Detection Quality at 400 m 
AGL. (b) RADAR position error. (c) RADAR speed error. 

Fig. 7 shows the RADAR position errors and speed errors 
obtained through several flight tests. Fig. 7(a) shows the 
predicted detection quality (PDQ) obtained via APS's RADAR 
to check the ground clutter environment before RADAR 
operation. Based on the RADAR installation position, PDQ at 
a distance of up to 3000 m per axis is shown for 400 m AGL. 
Red, yellow, and blue regions indicate high, moderate, and poor 
PDQ, respectively. The flight test for RADAR error 
measurement was performed within the red and yellow areas of 
the PDQ. As shown in Fig. 7(b), the position bias is 

proportional to the ground distance, which is the horizontal 
plane distance between the RADAR installation and drone 
positions. To simulate a worse situation, the slope of the bias 
was set to 1/12, which is larger than the linear regression result 
of 1/16. As shown in Fig. 7(c), the speed bias was set to 1.5 m/s. 
Considering bias is modeled linearly, all remaining errors were 
included in the variance. However, when calculating the 
variance such that the residual bias is included, it becomes a 
significantly large value. Therefore, to partially remove the bias, 
the local variance was calculated at every certain interval based 
on the time axis, and the global variance was calculated using 
the average of the local variances. The position and speed 
standard deviations were set to 2 m and 0.15 m/s, respectively. 

B. GNSS Spoofer 

1) Deception Signal Generation 
As shown in Fig. 8, the GNSS deception signal can be 

generated by receiving the authentic GNSS signal, changing the 
navigation message or applying a delay of the C/A code, and 
changing the Doppler shift.  

 

Receiver

RF/IF

Transmitter

Correlation

Acquisition/
Tracking

Navigation
Message

Extraction

Reference
Frequency

Carrier
Generation

Code
Generation

Navigation
Message

Generation

Phase Delay &
Doppler Shift

Code Delay &
Doppler Shift

Navigation
Manipulation

Code Doppler

Carrier Doppler

Carrier
Doppler

Code
Doppler

1 PPS
Generation

Sat. PRN

Navigation
Message

1 PPS

1575.42 MHz

1.023 MHz

50 Hz

1 PPS

1575.42 MHz

1.023 MHz

Sat. PRN

Nav. Data

50 Hz

Power Control

 
Fig. 8.  Configuration for GPS L1 deception. 

It is possible to change the navigation solution of the GNSS 
receiver by changing each time delay of the satellite signals by 
manipulating the handover word (HOW) of the navigation 
message, which is updated every 6 s [11]. This can cause a time 
delay of several tens of seconds, resulting in a position error of 
thousands of meters. However, when HOW is manipulated, the 
deception can be detected through the navigation message 
inspection using the internal clock of the receiver [36].  

Alternatively, the time delay of the satellite signals can be 
manipulated using changing Doppler shifts and code delays, 
which can change the navigation solution [12]. In this study, the 
GNSS spoofer was designed to change the navigation solution 
in the above-mentioned manner. The GNSS spoofer was 
fabricated using a GNSS receiving antenna, navigation 
message extractor, time synchronization receiver, RF front end, 
FPGA and DSP, and GNSS transmitting antenna. 

2) Kalman Filter 
By using the EKF, the position and speed, which are output 

data of the RADAR, were received as input, and the output as 
position, velocity, and aperiodic measurement data of the 
RADAR were converted into periodic data.  

RADAR measurement data are input at a rate of up to 20 Hz; 
however, this rate of input of the measurement data is not 
constant, and the data are input aperiodically. Additionally, 
rapid changes in the heading of the drone can result in tracking 
loss of the RADAR. If the Kalman filter is used, one can obtain 
the periodic data and use the estimation result of the Kalman 
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filter in the case of RADAR tracking loss. As a result, periodic 
deception path calculation is made possible using the drone 
redirection algorithm. 

3) Deception Position & Velocity Calculation for 
Redirection Concept 

The concept of the drone redirection algorithm was 
established by considering the path-following algorithm of the 
fixed-wing drone. The drone generates lateral acceleration to 
minimize cross-track error. At this time, in the case of the fixed-
wing drone, the lateral acceleration is determined based on the 
current heading measured by the drone’s sensor and the desired 
heading. The current heading is affected by the velocity 
generated by the GNSS deception, whereas the desired heading 
is determined depending on the cross-track error and current 
position of the drone. The cross-track error is in turn affected 
by the position generated by the GNSS deception, that is, the 
V⃗⃗ k

sensor  and D⃗⃗ ksensor  of (4) and (6) become the output of the 
GNSS receiver or the fusion result of GNSS and IMU. 
Therefore, V⃗⃗ k

sensor  and D⃗⃗ k
sensor are similar to the deception 

velocity V⃗⃗ k
spand D⃗⃗ k

sp, where D⃗⃗ k
sp is the deception position vector, 

and ψk
sp is the direction of V⃗⃗ k

sp.  
The drone redirection concept can be divided into three cases, 

as shown in Fig. 9. For intuitive understanding, the deception 
velocity in Fig. 9 reflects the sample time. 

 
Fig. 9. Three cases for drone redirection concept. 

ψk
desired is determined by calculating the VTP by D⃗⃗ k

sp. At this 
time, the drone recognizes ψk

sp as the drone’s heading owing to 
V⃗⃗ k

sp , and the difference between ψk
desired  and ψk

sp  becomes 
ψ̇k

desired . In other words, it can be seen that D⃗⃗ k
sp  and V⃗⃗ k

sp 
determine ψ̇k+1

drone . Case 1 uses the deception position and 
velocity to make the drone fly in the clockwise direction, 
whereas Cases 2 and 3 use the deception position and velocity 

to make the drone fly in the counter-clockwise direction. All 
cases can be applied symmetrically with respect to the path line. 
In case of symmetry, the direction of drone flight is applied in 
the opposite direction. The combination that can change the 
flight direction of the drone in the clockwise and counter-
clockwise directions makes redirecting the drone possible. 
Therefore, Case 1&2 or Case 1&3 can be used for the drone 
redirection. Furthermore, it is possible to combine Cases 1 and 
1' for the drone redirection. Case 1' means that Case 1 is 
symmetrical with respect to the path line. In Case 2, after a 
certain time step, the deception position crosses the path line 
and operates the same as in Case 1'. Therefore, Case 1&2 
includes the combination Case 1&1'.  

In this study, two strategies, Cases 1&2 and 1&3, were 
proposed for the drone redirection algorithm, and their analysis 
and verification were conducted. 

4) Verification of Drone Redirection Concept 
To verify the proposed redirection algorithm, we compared 

the simulation and experiment results from the flight test. When 
Case 1 is verified, Case 1' is indirectly verified, and hence, 
Case 2, which includes Case 1', is also partially verified. 
Therefore, only Cases 1 and 3 were verified. In Cases 1 and 3, 
we checked whether the drone flew in the clockwise or counter-
clockwise directions, respectively. Simulation was performed 
using Simulink of Mathworks with the configuration shown in 
Fig. 5. In addition, the simulation was performed without 
applying the RADAR error, and the flight test was conducted 
using the Remo-M, a commercial fixed-wing drone, with low 
power transmission in an area where civilians would not be 
harmed. 

 
(a)  

   
(b) 

Fig. 10. Simulation and test results of the drone redirection 
concept. (a) Deception heading. (b) Drone heading. 

Fig. 10 shows the simulation results and experiment results 
from the flight test. Fig. 10(a) shows the heading of the 
deception velocity, where the experiment result is obtained 
from the GNSS spoofer. Fig. 10(b) shows the heading of the 
drone, where the experiment result shows the yaw of Remo-M. 
During the simulation, the target drone model was simulated 
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using a model that employs carrot chasing, NLGL, and VF 
(described in Section II). Remo-M in auto flight was initially 
flying in a −80 ° heading on the path line. The drone redirection 
algorithm operates without knowing the path line of Remo-M, 
and estimates the direction of the path line by observing the 
flight direction of Remo-M for a certain period of time. Then, a 
GNSS deception position and velocity are calculated based on 
the direction of the estimated path line. When the deception of 
Case 1 began at 0.5 s, the flight direction of the Remo-M 
changed to the clockwise direction and deviated from the path 
line as the Remo-M’s heading increased. The deception 
position and velocity changes from Cases 1 to 3 from 
approximately 1.8 s, and Case 3 is completely set at 
approximately 2.5 s. In the experiment result from the flight test, 
the flight direction changed in the counter-clockwise direction 
from approximately 2.8 s. Furthermore, it can be seen that the 
heading change slope gradually increased with time. This 
confirms, as a result of the simulation, that carrot chasing, 
NLGL, and VF have similar characteristics. The difference 
between the simulation and experiment results was caused by 
the omission of the inner loop controller of the drone model and 
delay of the response time of the GNSS receiver. Fig. 10 
confirms that the tendency of the flight direction of Remo-M to 
change according to Cases 1 and 3 was well represented. 

C. Fail-detection & Innovation Check Analysis 
The drone performs the fusion of IMU and GNSS using the 

Kalman filter. The difference between the estimated value 
based on the IMU navigation solution and the measured value 
based on GNSS, as shown in (13), is called innovation [37–40]. 
The drone monitors the magnitude of the innovation and 
performs a fail-detection and innovation check. If the 
innovation is larger than a specific value, the fusion of IMU and 
GNSS may not be performed. Such monitoring is referred to as 
an innovation check in this study. We analyzed fail-detection 
and innovation check on Ardupilot and PX4, which are widely 
used open-source software. Failsafe is performed to prevent 
accidents when one of the necessary functions seems to 
malfunction during drone flight. Therefore, fail-detection is 
performed to monitor the occurrence of various failures. Herein, 
the scope is limited to fail-detection for GNSS deception.  

1) Fail-detection 

Fail-detection is performed using specific thresholds and 
conditions for the innovation or the GNSS reception status. If a 
false occurs during fail-detection, a failsafe event is executed. 
In the case of the fixed-wing drone, the failsafe event sends a 
related failure message to the ground control station (GCS) in 
both Ardupilot and PX4; however, it does not change the flight 
mode in the default setting. Nonetheless, in the case of 
Ardupilot, there is a function related to failsafe events, which 
allows the user to add code to it, whereas in the case of PX4, 
there is a parameter that can be set to make the drone loiter at 
failsafe.  

Ardupilot defines posVar and velVar and performs fail-
detection accordingly. posVar and velVar are defined as 

𝑝𝑜𝑠𝑉𝑎𝑟 =  √
innovPN

2 + innovPE
2

PPosN
+ PPosE

+ 𝑉𝑎𝑟PosN
+ 𝑉𝑎𝑟PosE

 ,         (18) 

𝑣𝑒𝑙𝑉𝑎𝑟 =  √
innovVN

2 + innovVE
2

PVelN + PVelE + 𝑉𝑎𝑟VelN + 𝑉𝑎𝑟velE

 ,           (19) 

The position and velocity components of innovation are innovP 
and innovV, respectively. In the north-east-down (NED) 
coordinate system, north and east are expressed as N and E, 
respectively, which are used in the subscripts of the variables. 
P is the same as that in (14), and Var is the measurement noise 
matrix of GNSS. The range of the fail count value is from 0–7; 
if the fail count is 7 or more, bad variance is defined as true, 
and the failsafe event function is executed, considering that the 
result of the fail-detection is false. If bad variance is true, it 
stays true until the fail count becomes 0. The detailed 
conditions of fail count are described in [18,27]. 

The fail-detection on PX4 checks the GNSS reception status, 
which refers to the standard deviation of the horizontal and 
vertical positions, number of satellites, standard deviation of the 
horizontal velocity, fix quality, etc. If the threshold value 
defined by the user is exceeded, a false is determined to have 
occurred during fail-detection.  

In the case of HWILS, the user can add an event code when 
the result of the fail-detection is false; however, at default 
setting, no event is held except for sending a message to the 
GCS. 

In the default setting, that is, in the case of the fixed-wing 
drone, Ardupilot, PX4, and HWILS trigger no events except 
that of delivering a false message to the GCS. However, it is 
possible for the users to add event code or to set parameters and 
for the GCS operator to change the flight mode; therefore, it is 
necessary to consider these possibilities in GNSS deception. 

2) Innovation Check 

In the case of Ardupilot, posVar and velVar are checked in 
an innovation check. If posVar is smaller than 
GPSPosInnovGate, the positions measured based on GNSS and 
estimated based on the IMU navigation solution are fused. 
Furthermore, velVar determines the velocity fusion by 
comparing the GPSVelInnovGate value.  GPSPosInnovGate 
and GPSVelInnovGate are set to 5 by default and can be 
changed by the user. 

In the case of PX4, unlike on Ardupilot, the maximum 
innovations of the north and east axes of innovation are 
compared as in (20) and (21). Therefore, PX4 has a slightly 
more sensitive innovation check compared to that on Ardupilot. 

Max(
innovPN

2

PPosN
+ 𝑉𝑎𝑟PosN

,
innovPE

2

PPosE
+ 𝑉𝑎𝑟PosE

) ≤ 𝑖𝑛𝑛𝑜𝑣_𝑔𝑎𝑡𝑒2     (20) 

Max((
innovVN

2

PVelN + 𝑉𝑎𝑟VelN

,
innovVE

2

PVelE + 𝑉𝑎𝑟VelE

) ≤ 𝑖𝑛𝑛𝑜𝑣_𝑔𝑎𝑡𝑒2     (21) 

When (20) is true, the positions measured based on GNSS 
and estimated based on the IMU navigation solution are fused. 
Equation (21) also determines whether to perform velocity 
fusion according to true or false. Innov_gate in (20) and (21) is 
also set to 5 as the default value, the same as on Ardupilot. This 
default value can be changed by the user. In other words, the 
result of the innovation check is false when the value of 
innovation exceeds 5 σ, and hence, GNSS and IMU are not 
fused. This is similar to the normalized innovation squared 
threshold of [15] and [16], which is set to 5 σ.  

In the case of HWILS, the expression for innovation check is 
not disclosed; however, the operating principle is disclosed in 
the manual. HWILS checks the innovation of velocity and 
position using a gate window during the innovation check. If a 
false occurs during the innovation check, the check is 
performed by gradually increasing the gate window, and if a 
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true occurs, the gate window is gradually reduced and checked. 
Additionally, if the result of the innovation check is false for 
more than 5 s, GNSS and IMU fusion are forced to be 
performed, and innovation check is initialized.   

If a false occurs in the innovation check, a delay occurs in 
the drone redirection via GNSS deception, as the drone 
performs dead reckoning. 

3) Constraints for Deception Trajectory Generation 

When generating a deception trajectory, constraints must be 
applied to the position, velocity, and acceleration of the 
deception trajectory to remain undetected by innovation check 
and fail-detection. Similar to [15,16], when calculating the next 
state from the current state of deception, constraints were 
applied to each position, velocity, and acceleration. In this study, 
the cases were divided according to whether the constraints 
were weak or strong. 

4) Simulation Results 

Using the two strategies proposed in this study, Cases 1&2 
and 1&3 of drone redirection to a target position were simulated, 
where the constraints were divided into weak and strong. At this 
point, fail-detection was performed using Ardupilot’s algorithm 
and innovation check was performed using Ardupilot and PX4, 
respectively. Moreover, two cases in which the RADAR error 
was applied and not applied were simulated. 

In the simulation, the variable values for Ardupilot were used. 
The acceleration standard deviation was 0.6 m/s2, GNSS 
position standard deviation was 1 m, and the velocity standard 
deviation was 0.5 m/s. Similar to those applied on Ardupilot 
and PX4, the Kalman filter of the drone was set to operate at 
400 Hz and GNSS at 10 Hz, and the drone redirection algorithm 
was set to operate at 10 Hz. GNSS deception was applied for 
25 s from 7 to 32 s. 

TABLE 1.  
Simulation results of fail-detection and innovation check  

 
RADAR 

Error Constraints 

Fail- 
Detection 

(%) 

Innovation 
Check 

(%) 
Ardu PX4 Ardu PX4 

C 
A 
S 
E 
1 
& 
2 

X X 0.0 0.0 0.0 0.4 
X Weak 0.0 0.0 0.0 0.0 
O X 86.7 80.1 10.2 21.8 
O Weak 52.3 57.6 1.7 7.4 
O Strong 10.5 8.6 1.5 2.4 

Var. only Strong 0.0 0.0 0.0 0.0 

C 
A 
S 
E 
1 
& 
3 

X X 10.7 9.1 3.2 4.0 
X Weak 4.0 6.0 0.0 2.8 
X Strong 4.8 4.8 0.0 0.0 
O X 86.0 85.7 11.8 25.5 
O Weak 86.2 87.3 1.3 6.9 
O Strong 21.9 19.9 1.3 2.4 

Var. only Strong 6.7 6.3 0.0 0.0 
 
Table 1 shows the ratio of false durations for the fail-

detection and innovation check to the duration of deception. In 
the calculation of the rate, an innovation check was considered 
if any one of the positions or velocities of the innovation was 
false. Considering the duration of false changes due to RADAR 
error, the simulation was repeated 100 times to obtain the 

average value. The innovation check confirmed that it is highly 
dependent on the RADAR error, and when the constraints 
increase, the false duration decreases. In addition, innovation 
check can be avoided by reducing the bias of the RADAR error, 
whereas fail-detection can be avoided in Case 1&2.  

RADAR bias can be reduced by installing the RADAR with 
precise alignment, whereas tracking loss and bias error can be 
reduced when using multiple RADARs or fusion with other 
types of detection devices. Innovation also increases when the 
drone has a high flight speed. Moreover, in flight tests, delays 
occur for the GNSS spoofer, RADAR, and GNSS receiver 
mounted on the drone, which increase innovation. To reduce 
these, it is necessary to measure and compensate for their 
approximate delays.  

D. Simulation Results of Drone Redirection System 
For the system simulation of the drone redirection, way-point 

1 (WP1) was set to the origin, whereas way-point 2 (WP2) was 
set to −3000 m on the north axis, and 0 m on the east axis. The 
target position was set between −3000 and 3000 m at a 500 m 
interval for both the north and east axes. RADAR error was 
applied during the simulation, and the distance was calculated 
as the minimum value of the L2-norm of the horizontal plane 
output position of the Kalman-filtered RADAR and the target 
horizontal plane position. The average distance for each target 
position obtained by repeating the simulation 10 times is shown 
in Fig. 11. The distance in Fig. 11 shows only the output below 
100 m. 

  
                           (a)                                                          (b) 

  

(c)                                                           (d) 

Fig. 11.  Simulation results of drone redirection: range and 
accuracy. (a) Case 1&2 weak constraints, (b) Case 1&3 weak 

constraints, (c) Case 1&2 strong constraints, and  
(d) Case 1&3 strong constraints. 

In Case 1&2, the innovation check and fail-detection did not 
result in significant detections; however, it is still possible to fly 
the drone to the target position set within the way-point radius. 
By contrast, in Case 1&3, the innovation check and fail-
detection produced relatively significant detections; 
nonetheless, it is possible to fly the drone to a target position set 
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farther than the way-point radius.  
Additionally, when generating a deceptive path, applying the 

strong constraints of Case 1&2 narrows the range of possible 
target positioning. By contrast, for Case 1&3, the target 
positioning range does not narrow; however, upon the 
application of strong constraints, the success or failure of the 
drone redirection will depend on the algorithm of drones. As 
shown in Fig. 11, even if innovation check occurs, the drone is 
flown at a distance within 15 m of the target position. Most 
results of three path-following algorithms of the simple drone 
model are similar. 

IV. EXPERIMENTS 
A. Flight Test Results 

The RADAR and flight test drone used the FIELDctrl Range 
from Poland APS and Remo-M, respectively. The flight test 
confirmed that the designed drone redirection system flew the 
automatically flying Remo-M to the target position. The test 
was carried out safely in a place where there could be no 
civilian damage. The goal distance refers to the horizontal plane 
distance between the target position and the Kalman-filtered 
RADAR measurement position in the NED coordinate system. 
The smaller the goal distance, the closer the drone to the target 
position. 

 
(a) 

 
(b) 

Fig. 12.  Case 1&2 test result of drone redirection.  
(a) Drone heading and (b) Goal distance. 

Fig. 12 shows the result of the test performed by generating 
the GNSS deception path for Case 1&2 with the drone 
redirection system. Fig. 12(a) shows the drone heading, where 
the red square and black circle graphs show the drone’s yaw 
and the headings produced by the Kalman-filtered RADAR 
velocity measurement, respectively. Fig. 12(b) shows the goal 
distance. The drone initially flies in a heading of approximately 
−79 ° on the path line, and GNSS deception starts in 5 s, and 
the distance decreases to at least 1.1 m with time. It can be seen 
that the drone’s flight direction is initially changed in the 
clockwise direction, and the drone’s heading is gradually 
changed to fly toward the target position. Fig. 13 shows the 
results of the flight test using Case 1&3. The yellow area is the 
section where RADAR tracking is lost. As shown in Fig. 13(a), 
in Case 1&3, the direction change slope of the drone is larger 

than in Case 1&2, and hence, RADAR tracking is lost 
frequently. As shown in Fig. 13(b), because the RADAR 
tracking loss continued after approximately 78 s, the drone 
could no longer be flown close to the target position, and hence, 
the drone was kept loitering. The minimum goal distance of 
Case 1&3 was measured at 145.6 m. 

 
(a) 

 
(b)  

Fig. 13.  Case 1&3 test result of drone redirection.  
(a) Drone heading and (b) Goal distance. 

B. Simulation Results using HWILS 
To indirectly check whether the drone redirection algorithm 

is applicable to various drones, a simulation was performed 
using HWILS, which is Micropilot’s trueHWIL2 from Canada. 
As shown in Fig. 14, the deception position and velocity 
generated by the redirecting algorithm of the GNSS spoofer 
were output to the HWILS using UDP, and the position and 
velocity of the drone output from the HWILS were input to the 
Kalman filter of the GNSS spoofer through UDP.  

Fig. 14. Test configuration of the drone redirection algorithm 
in HWILS. 

As per the results of the HWILS simulation of Cases 1&2 
and 1&3, it was concluded that Case 1&2 can redirect a drone 
and fly it to a target position, unlike Case 1&3. Therefore, the 
result of Case 1&3 was conceptually analyzed, and a modified 
strategy for Case 1&3 for HWILS was proposed. 

1) Conceptual Analysis of Simulation Results 
HWILS sets a virtual target heading (VTH) for the drone to 

direct the desired heading in only one direction without 
changing the direction between clockwise and counter-
clockwise when the drone’s heading differs by over 
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approximately 180° from the desired heading. Based on the 
desired heading, a semi-circle VTH area was determined to 
place the VTH, and the determined VTH area was not changed 
until the target way-point was reached. Therefore, when the 
HWILS simulation was performed using Case 1&3, the drone 
continued to rotate in one direction, as shown in Fig. 15. For 
intuitive understanding, the deception velocity in Fig. 15 
reflects the sample time. 

 
Fig. 15. Conceptual analysis of Case 1&3 in HWILS. 

2) Proposed Method for Fixed-Wing Drone Redirection 
Case 2&3' were modified and proposed to enable drone 

redirection in HWILS. As shown in Fig. 16, if the drone sets 
the VTH area using Case 3, and the GNSS spoofer generates a 
deception path using Case 2&3', drone redirection is made 
possible.  

 

Fig. 16.  Conceptual proposal of Case 2&3’ in HWILS. 

In this case, Case 3' indicates that Case 3 is symmetrical with 
respect to the path line. For intuitive understanding, the 
deception velocity in Fig. 16 reflects the sample time. In the 
simulation using HWILS, RADAR error was not applied; the 
results are shown in Fig. 17. Cases 1&2 and 2&3' were both 
performed with weak constraints.  

As shown in Fig. 17, from the results for the drone heading 

in (a) and goal distance in (c), the minimum goal distance of 
Case 1&2 was found to be 0.4 m. At this point, no false 
occurred during the innovation check of the HWILS. On the 
other hand, the modified Case 2&3' was also a possible drone 
redirection method, as shown in the drone heading of (b) and 
goal distance of (d), and the minimum goal distance was found 
to be 1 m. At this point, there was an oscillation of the drone 
heading shown in Fig. 17(b), considering that some false errors 
occurred during the innovation check. 

  
(a)                                                       (b) 

  
(c)                                                       (d) 

Fig. 17. Simulation results of drone redirection in HWILS. (a) 
Case 1&2 drone heading, (b) Case 2&3’ drone heading, (c) 
Case 1&2 goal distance, and (d) Case 2&3’ goal distance. 

V. DISCUSSION 
Owing to the increasing use of drones, anti-drone measures 

have become more crucial to preventing damage or abuse due 
to unlicensed drones. In this study, a drone redirection 
algorithm and system for preventing illegal intrusion of fixed-
wing drones was proposed based on GNSS deception, one of 
the known anti-drone measures. Through simulations of simple 
drone modeling, flight tests, and simulations in HWILS, it was 
confirmed that the drone redirection algorithm and system are 
able to redirect a drone to a target position. Table 2 shows a 
comparison of the results of this study with those of related 
studies. As shown in Table 2, previous studies on drone 
redirection have been conducted for multi-rotors. By 
comparison, in this study, verification of the drone redirection 
algorithm was performed via simulation using simple drone 
modeling and HWILS, demonstrating in an outdoor test that 
redirection is possible, using a drone redirection system with a 
closed-loop structure equipped with RADAR. Therefore, the 
results of this study can fill the gap with regard to 
countermeasures against illegal intrusions by fixed-wing 
drones. 

In addition, this paper proposed two strategies for redirection. 
In the case of Case 1&2, when compared to Case 1&3, the 
probability of drone fail-detection and innovation check 
detection is lower, and the probability of RADAR tracking loss 
is reduced through relatively slow drone flight direction change, 
but the redirection range depends on the position of the drone’s 
way-point. At this point, in this study, the direction of the 
drone’s path line can be estimated, but the way-point of the  
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TABLE 2. Comparison of results of this study with related studies 

Related 
Study 

Verification 
Method 

Control 
Method Target Redirection Type Prior Knowledge of  

Drone’s Target Trajectory 
Drone Detection 

Method 
2019 [16] Simulation Closed-loop Drone Model 1) To desired trajectory Unknown - 

2019 [18] Simulation Closed-loop 

Multi-rotor 

Simple Redirection Unknown - 
Experiment Open-loop Initial Position Human Eyes 

2019 [19] Simulation Closed-loop To target position Unknown - 
Experiment HITL Manually Control Initial Hover Position Human Eyes 

2022 [20] Experiment Open-loop Simple Redirection Unknown Human Eyes 
2022 [21] Simulation Closed-loop To target position Known - 

2022 [22] Simulation HITL Manually control Unknown - 
Experiment Open-loop Simple Redirection Initial Hover Position - 

Ours Simulation Closed-loop Fixed-Wing  
Drone To target position Unknown RADAR Experiment 

1) Drone Model is not realistic. Target acceleration of the drone model is pre-planned regardless of the deception position and velocity.

drone is unknown; therefore, there is a limitation in that the 
redirection range cannot be unknown. By contrast, Case 1&3 
does not depend on the position of drone’s way-point. However, 
Case 1&3 may need modification depending on the algorithm 
of the drone. If the two strategies for the fixed-wing drone 
redirection presented herein are correctly used, it will be 
possible to automatically redirect a fixed-wing drone that 
invades a specific area or flies without permission. For example, 
if the distance between the core facility and the intruding drone 
is longer than a specific distance, Case 1&2 can be used, 
whereas if the distance is within the specific distance, Case 1&3 
can be used. At this time, if the drone is expected to rotate in 
only one direction in Case 1&3, the strategy can be switched to 
Case 2&3'. Therefore, the results of this study can be used to 
effectively protect core facilities by controlling the flight 
directions of illegally intruding fixed-wing drones. 

Considering that the performance of the drone redirection 
system was highly dependent on the RADAR performance, 
using a precisely aligned, installed RADAR combined with 
multiple RADARs or other types of detection devices helps 
reduce tracking loss and bias. This can be expected to improve 
the drone redirection performance, innovation check, and fail-
detection avoidance performance.  

In addition to redirection using GNSS deception, most 
methods for countering intruding drones require drone 
detection and identification to be performed first. Therefore, in 
the case of fixed-wing drones that cannot be detected and 
identified by RADAR, it is difficult to redirect the drones using 
GNSS deception. In the case of small drones that fly like birds, 
as in [41,42], it will be difficult to detect, track, and identify 
drones using drone detection RADAR, making it difficult to 
counter to illegal drone intrusion. To detect, identify, and track 
these drones, the sensor fusion of the different types of drone 
detection devices [43,44] must be studied. Consequently, each 
detection device should be designed accordingly. 

If reinforcement learning is performed using the simplified 
drone model and HWILS presented in this study, it would be 
possible to develop a general-purpose and more optimized 
drone redirection algorithm. However, this needs to be further 
researched. Lastly, further research is needed for developing an 
algorithm that can redirect both fixed-wing and multi-rotor 
drones. 

 

VI. CONCLUSION 
In this study, a drone redirection system that redirects an 

illegally intrusive commercial fixed-wing drone in automatic 
flight to a target position using GNSS deception was developed. 
Using simple drone modeling that can easily change various 
characteristics, in conjunction with fail-detection and fusion 
conditions of drones based on a small number of parameters, 
the concept of the drone redirection algorithm was easily 
established in the initial stage of design. After tuning the simple 
drone model based on Remo-M flight test results, two strategies 
for redirection were established based on the simulation results 
for the simple drone model and flight test results on GNSS 
deception. The two strategies were implemented as a drone 
redirection algorithm, and a drone redirection system model 
was established by combining with a RADAR model based on 
RADAR measurement results obtained using FIELDctrl Range 
model of APS. Based on the simulation results for the drone 
redirection system model, it was confirmed that the simple 
drone model could be redirected to a target position located in 
any direction. Furthermore, the results of fail-detection and 
innovation check according to each strategy and constraints 
strength were demonstrated. In addition, a drone redirection 
system was constructed using a RADAR and GNSS spoofer, 
and it was demonstrated in a Remo-M flight test that drone 
redirection to a target position is possible. To indirectly confirm 
whether the drone redirection algorithm is applicable to various 
drones, a simulation was performed using Micropilot’s HWILS. 
Then, based on the results of this study, the research findings, 
research improvement directions, limitations, and further 
research were discussed.  
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